Automatic Sensitivity Analysis using Linear Dependent Types
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Abstract. Function sensitivity—how much a function output can change with respect to changes in the input—is a key property in many research areas. For instance, in the field of differential privacy, a common mechanism for making a (possibly non-private) query private involves establishing a bound on its sensitivity.

One way to bound the sensitivity of functional programs is by using a type-based analysis combining linear indexed types and dependent types—the main concept behind DFuzz, a language for differentially private queries. In this paper we propose a type checking algorithm for the system of [1] to make this analysis automatic, by reducing sensitivity analysis to constraint solving—a solution to these constraints provides an upper bound on program sensitivity.

1 Introduction

The sensitivity of a function \( f(x) \) is an upper bound on how much \( f(x) \) can change in response to a change to \( x \)—in other words, if \( f \) has sensitivity \( k \), then \( |f(x + \delta) - f(x)| \leq k \cdot |\delta| \) for all \( x \) and \( \delta \). This property, also known as Lipschitz continuity, can be extended to entire programs with multiple inputs, and it has important applications in many parts of computer science, including control theory [2], dynamic systems [3], program analysis [4], and data privacy [5].

In these applications, it is often necessary to verify a claim that a given function or program has a particular sensitivity. For instance, consider the following scenario from the differential privacy literature [4]: A querier \( Q \) asks the owner of a private database \( D \) to run some program \( f \) on \( D \) and then report the result \( f(D) \) back to \( Q \). It is known that this can be done safely, as long as a) the program \( f \) has a finite sensitivity, and b) the answer \( f(D) \) is perturbed with a bit of random “noise”, the amount of which depends on the sensitivity of \( f \). Note that \( f \) can be an arbitrary program, and that the safety of the response depends on knowing the correct sensitivity; if the owner of the database underestimates the sensitivity of \( f \), the result can be a serious privacy breach.

One promising approach is the use of a linear type system to approximate the sensitivity of a function [5,17].
In particular, Reed and Pierce [6] proposed *Fuzz*, a functional programming language for writing differentially private queries. *Fuzz* type system is based on linear logic, with functional types indexed by real numbers reflecting the sensitivity of functions. Thus, a $k$-sensitive function $f$ from $\sigma$ to $\tau$ has type $f : !^k\sigma \rightarrow \tau$, with $k$ a bound on the usually unbounded $!$ operator. For instance, the function $\lambda x. x + x : \mathbb{R} \rightarrow \mathbb{R}$ has a sensitivity-aware type $!^2\mathbb{R} \rightarrow \mathbb{R}$.

As is standard in functional programming, the typing rules enable compositional reasoning. Thus, the sensitivity of the overall program can be verified from the known sensitivities of the language primitives. This approach is attractive because it produces a formal proof that a given program has a certain sensitivity; however, it requires the programmer to make extensive sensitivity annotations throughout the program, which is tedious, error-prone, and hard to maintain, since a small change in some part may require the user to redo many annotations. In addition, the use of linear logic imposes some burden with context management [8, 9]. In [10, 11] the problems of type-based sensitivity checking, inference and minimization are addressed.

However, some applications of sensitivity analysis require a finer-grain analysis than the *Fuzz* type system can provide. Indeed, in differential privacy it is common for the sensitivity of a function to depend on its input. The extension of *Fuzz*’s linear type system to data-dependent analysis leads to dependent types. In [1], the authors present *DFuzz*, an extension of *Fuzz* with linear dependent types [12].

*DFuzz’s* new features are singleton dependent types [13], dependent pattern matching, and subtyping (which is also present in [11]). This new rich type system greatly improves the expressivity of sensitivity analysis; sensitivities depending on the number of iterations or on the number of elements of a list can be expressed and checked. However, as the power of the analysis increases, type-checking either becomes more challenging, or requires complex annotations from the user.

In this paper, we propose a type checking algorithm for a *DFuzz*. First, the introduction of size and sensitivity variables means that our domain of analysis shifts from reals to polynomials over several variables; second, dependent pattern matching introduces typing under refinement of size variables. We handle subtyping using standard approaches.

The type checking algorithm is developed in three steps. First, we define a syntax-directed typing system to eliminate the non-determinism consequence of the subtyping rules. Second, an algorithmic system generates a set of constraints over an extended language of real and integer polynomials. Finally, the constraints are elaborated to first order formulas. Additionally, we are extending the implementation of [10] in order to incorporate these features.
2 Linear Dependent Types and Sensitivity Analysis: DFuzz

Fig. 1 describe the various DFuzz language constructs: size expressions $S$ are either natural numbers or variables, sensitivities $R$ are real polynomials over two-kind ed variables $\kappa$ ranging over the extended positive reals $\mathbb{R}^\infty$ and the natural numbers $\mathbb{N}$.

Expressions $e$ are drawn from a vanilla linear lambda calculus, with real and natural constants, additive pairs, sensitivity abstraction/application, and dependent pattern matching over sizes.

Types $\sigma$ are standard but for the functional type, which is annotated with a polynomial denoting the function sensitivity. We have regular typing environments, which are extended with a sensitivity annotation, sensitivity variables environments used in sensitivity abstraction and constraints over sizes, which refine knowledge about in-context size indexes.

\[
\begin{align*}
\kappa & ::= r \mid n \\
N & ::= \mathbb{N} \\
\mathbb{R}^\infty & ::= \mathbb{R} \geq 0 \cup \{\infty\} \\
S & ::= i \mid 0 \mid S + 1 \\
R & ::= r \mid i \mid S \mid R + R \mid R \times R \\
\sigma, \tau & ::= R \mid N \mid !R \sigma \rightarrow \tau \mid \sigma \bowtie \tau \mid \forall i. \sigma \\
v & ::= x \mid N \mid \mathbb{R}^\infty \mid \lambda x : !R \sigma. e \mid (v_1, v_2) \mid A_i. e \\
e & ::= x \mid N \mid \mathbb{R}^\infty \mid \lambda x : !R \sigma. e \mid e_1 \mid e_2 \mid \pi_i e \mid A_i. e \mid e[R] \\
\text{case } e \text{ of } 0 & \Rightarrow e_i \mid n[i] + 1 \Rightarrow e_r \\
\Gamma, \Delta & ::= \emptyset \mid \Gamma, x : !R \sigma \\
\phi, \psi & ::= \emptyset \mid \phi, i : \kappa \\
\Phi, \Psi & ::= \top \mid \Phi \land S = 0 \mid \Phi \land S = i + 1
\end{align*}
\]

Fig. 1: DFuzz syntax

Linear dependent types usually are carry an associated subtyping relation (Fig. 2), which in this case captured the fact that a $k$-sensitive function is also $k'$-sensitive for any $k' \geq k$. The subtyping relation is largely standard, but we should remark that the subtyping is defined with respect to a set of variables and a constraint store, representing the context under which the sensitivity expressions are defined.

The typing relation is presented in Fig. 3. It comprises the usual subtyping at both sides of the judgment, variables, constants and introduction and elimination rules for the linear constructions. The most interesting rule is the $(N \ E)$, which describes dependent pattern matching over sizes. If the matched-against expression $e$ can be typed as dependent size $N[S]$, then we each branch must be typed under a refinement of the index $S$. This involves introducing a new sensitivity variable in the successor case. In order to define the main soundness
\[
\begin{array}{c}
\phi, \Phi \vdash \sigma \subseteq \sigma \\
\hline
\text{\textbullet-Refl}
\end{array}
\]
\[
\begin{array}{c}
\phi, \Phi \vdash \sigma \subseteq \tau \\
\hline
\phi, \Phi \vdash \sigma \& \tau \subseteq \sigma' \& \tau'
\end{array}
\] (\(\subseteq \&\))
\[
\begin{array}{c}
\vdash \forall \phi. (\phi \supset R \subseteq R') \\
\hline
\phi, \Phi \vdash \sigma' \subseteq \sigma \\
\phi, \Phi \vdash \tau \subseteq \tau'
\end{array}
\] (\(\subseteq \text{-Fun}\))
\[
\begin{array}{c}
\phi, \Phi, i : * \vdash \sigma \subseteq \tau \\
\hline
\phi, \Phi \vdash \forall i. \sigma \subseteq \forall i. \tau
\end{array}
\] (\(\subseteq \text{-SFun}\))
\[
\begin{array}{c}
\forall (x : !_R \sigma, x : !_R \tau) \in (\Gamma, \Delta), \\
\vdash \forall \phi. (\phi \supset R \geq R') \\
\phi, \Phi \vdash \tau_i \subseteq \sigma_i
\end{array}
\] (\(\subseteq \text{-Env}\))

Fig. 2: \(DFuzz\) Subtyping relation

\[
\begin{array}{c}
\phi, \Phi \mid \Gamma \vdash e : \sigma \\
\phi, \Phi \mid \Gamma \vdash e : \tau \\
\hline
\phi, \Phi \mid \Gamma \vdash e : \sigma \cap e : \tau \\
\end{array}
\] (\(\subseteq \sum \))
\[
\begin{array}{c}
\phi, \Phi \mid \Gamma \vdash e_1 : \sigma \\
\phi, \Phi \mid \Gamma \vdash e_2 : \tau \\
\hline
\phi, \Phi \mid \Gamma \vdash \langle e_1, e_2 \rangle : \sigma \& \tau
\end{array}
\] (\(\subseteq \text{-I}\))
\[
\begin{array}{c}
\phi, \Phi \mid \Gamma \vdash x : \sigma \subseteq \tau \\
\hline
\phi, \Phi \mid \Gamma \vdash \pi_i e : \sigma_i
\end{array}
\] (\(\& \text{-I}\))
\[
\begin{array}{c}
\phi, \Phi \mid \Gamma \vdash e : \tau \\
\hline
\phi, \Phi \mid \Gamma \vdash \lambda x : e : \tau
\end{array}
\] (\(\rightarrow \text{-I}\))
\[
\begin{array}{c}
\phi, \Phi \mid \Gamma \vdash e_1 : !R \sigma \rightarrow \tau \\
\phi, \Phi \mid \Delta \vdash e_2 : \sigma \\
\hline
\phi, \Phi \mid \Gamma + R : \Delta + e_1 e_2 : \tau
\end{array}
\] (\(\rightarrow \text{-E}\))
\[
\begin{array}{c}
\phi, i : \kappa; \Phi \mid \Gamma \vdash e : \sigma \\
i \text{fresh in } \Phi
\hline
\phi, \Phi \mid \Gamma \vdash \Lambda i. e : \forall \sigma
\end{array}
\] (\(\forall \text{-I}\))
\[
\begin{array}{c}
\phi, \Phi \mid \Gamma \vdash e : \forall i. \sigma \\
\hline
\phi, \Phi \mid \Gamma \vdash e [s] : \sigma [s/i]
\end{array}
\] (\(\forall \text{-E}\))
\[
\begin{array}{c}
\phi, \Phi \mid \Gamma \vdash 0 : N[0] \\
\hline
\phi, \Phi \mid \Gamma \vdash e + 1 : N[S + 1]
\end{array}
\] (\(N \text{-I}\))
\[
\begin{array}{c}
\phi, \Phi \mid \Delta \vdash e : N[S] \\
\phi, \Phi \mid \Delta \vdash e : N[S] \\
\phi, \Phi \mid \Delta \vdash e : N[S] \\
\phi, \Phi \mid \Delta \vdash e : N[S]
\hline
\phi, \Phi \mid \Gamma + R \cdot \Delta + \text{case } e \text{ of } 0 \Rightarrow e_1 | n [i] + 1 \Rightarrow e_r : \sigma
\end{array}
\] (\(N \text{-E}\))

Fig. 3: \(DFuzz\) type assignment
property of the type system just presented, we need to define a type-indexed distance relation on values and expressions:

**Definition 1 (Distance relations).** Assume the metric-compatible relations $\vdash v_1 \sim_r v_2 : \sigma$, which relates two values $v_1, v_2$ of type $\sigma$ at distance $r \in \mathbb{R}^\infty$ and; $\Gamma \vdash e_1 \approx_r e_2 : \sigma$, which relates two expressions $e_1, e_2$ of type $\sigma$ in environment $\Gamma$ at distance $r$.

For instance, $\vdash r_1 \sim_k r_2 : \mathbb{R} \iff |r_1 - r_2| \leq k$ and $\Gamma + R \cdot \Delta \vdash (\lambda x. e) e_1 \approx_k (\lambda x. e) e_2 : \tau$ iff $\emptyset ; \Gamma \vdash \lambda x. e : !\sigma \rightarrow \tau$, $\Delta \vdash e_1 \approx_m e_2 : \sigma$, and $i \cdot m \leq k$.

The main soundness result is that distance is preserved by evaluation:

**Theorem 1 (Metric preservation).** Let $\hookrightarrow$ be the standard call-by-value big-step evaluation relation for DFuzz. Then, if $\vdash e_1 \approx_m e_2 : \sigma$ and $e_1 \hookrightarrow v_1$, then $\exists v_2$ such that $e_2 \hookrightarrow v_2$ and $\vdash v_1 \sim_m v_2 : \sigma$.

### 3 Type Checking for DFuzz

Given a typing judgment $\Gamma \vdash e : \sigma$, we want to answer the question of whether a derivation for it exists. Usually, the term $e$ is understood as a proof of the proposition $\sigma$ which — assuming Church style proofs — makes type checking straightforward. However, enriched type systems will either significantly increase the annotation burden or require the presence of additional machinery to infer temporal propositions.

In this paper, DFuzz is presented in a Church-style, meaning that every variable introduced is annotated by the user with its sensitivity and type. Thus, checking a DFuzz judgment requires solving two particular sub-problems:

1. The subtyping rules ($\subseteq$ L), ($\subseteq$ R) introduce non-determinism in type assignment.
2. The application rule (ruleeapp) introduces non-determinism given that there are multiple ways of splitting a given context, which cannot be predicted without prior analysis of the subexpressions involved in the application.

The difficulty of both of these problems increases for the presence of polynomials and dependent pattern matching.

To overcome challenge 1), we may use the standard algorithmic approaches to subtyping (i.e. [14] p. 255).

The main idea is to force subtyping to happen at the points where actual types are compared for equality. For this idea to work, the notion of minimal subtype with respect to the subtyping relation must exist. Then, type checking keeps record of the minimal synthesized type — the minimal sensitivity of a function in this case — broadening it under demand. The new system is syntax directed, providing a direct path to the algorithmic version of the type checking procedure.

The solution for challenge 1) proves useful for solving challenge 2). If inferred sensitivities are minimal, we already have the best possible assignments for context splitting. We may understand $(\rightarrow E)$ algorithmically as a request to performing resource analysis on both sub-terms of the application.
3.1 Syntax-directed typing

The purpose of this section is to introduce a syntax-directed version of the DFuzz type system. This amounts to eliminating the rules concerning subtyping. Would we remain in a core lambda calculus, every expression would feature a minimal sensitivity, making this approach feasible. However, this is not the case in the full DFuzz system. In particular, let’s focus in \((\& I)\) rule. We could synthesize two different sensitivities for a given variable in context, but the rule may need to return the least upper bound of two polynomials, and this is easily seen not to exists in general (take \(x + 1\) and \(x^2\)).

Our solution is to extend the synthesized sensitivities adjoining to them best upper bounds for polynomials. Note that these new best upper bounds are not polynomials themselves, but admit interpretation over a standard \(n\)-dimensional space. We must also calculate best sensitivities in other two extra cases: the best sensitivity that doesn’t mention a given variable \(i\), and the sensitivity depending on a refinement constraint:

**Definition 2 (Extended sensitivities).** The extended language of sensitivities \(\hat{R}\) is defined as:

\[
\hat{R} ::= R \\
| \hat{R} + \hat{R} | \hat{R} \cdot \hat{R} \\
| \text{lub}(\hat{R}, \hat{R}) \\
| \text{free}(i \# \hat{R}) \\
| \text{nref}(S \parallel \hat{R}_1^{i_1}, \hat{R}_2^{i_2})
\]

- \(\text{lub}(\hat{R}, \hat{R})\) represents the least upper bound of two polynomials or extended sensitivities.
- \(\text{free}(i \# \hat{R})\) represents the least polynomial or extended sensitivity that is free of the variable \(i\) and greater than \(\hat{R}\)
- \(\text{nref}(S \parallel \hat{R}_1^{i_1}, \hat{R}_2^{i_2})\) represents the least upper bound for \(\hat{R}_1\) and \(\hat{R}_2\) assuming \(S = 0\) for the first one and \(S = i + 1\) for the second extended sensitivity, with \(i\) a fresh size variable.

The extended language implies that the subtyping relation must be accordingly extended. We write \(\subseteq_S\) for the extended relation and study it on Sec. 3.3. The new sensitivity constructors are extended to environment and type operators in the standard way.

**Remark 1.** We may interpret the language of extended sensitivities in a piece-wise manner.

Using the extended language, we define a syntax-directed system shown in Fig. 4 (straightforward rules like \((\& E)\) are omitted for brevity). Every derivation in the syntax-directed system induces a derivation on the original, non-deterministic one. Every original derivation in the non-deterministic system can be recovered by a syntax-directed derivation plus a subtyping step.
\[
\begin{array}{c}
\frac{\phi; \Phi \mid \Gamma \vdash S r : R}{\phi; \Phi \mid \Gamma, x : !_1 \sigma \vdash S x : \sigma} \quad (\text{Var})
\end{array}
\]

\[
\frac{\phi; \Phi \mid \Gamma_1 \vdash S e_1 : \sigma \quad \phi; \Phi \mid \Gamma_2 \vdash S e_2 : \tau}{\phi; \Phi \mid \text{lub}(\Gamma_1, \Gamma_2) \vdash S (e_1, e_2) : \sigma \& \tau} \quad (\& I)
\]

\[
\frac{\phi; \Phi \mid \Gamma, x : !_R \sigma \vdash S e : \tau}{\phi; \Phi \mid \Gamma \vdash S \lambda x. e : !_R \sigma \rightarrow \tau} \quad (\rightarrow I)
\]

\[
\frac{\phi; \Phi \mid \Gamma \vdash S e_1 : !_R \sigma \rightarrow \tau \quad \phi; \Phi \mid \Delta \vdash S e_2 : \sigma' \quad \phi; \Phi \models \sigma' \subseteq \sigma}{\phi; \Phi \mid \Gamma + R \cdot \Delta \vdash S e_1 e_2 : \tau} \quad (\rightarrow E)
\]

\[
\frac{\phi; \Phi, i : \kappa; \Gamma \vdash S e : \sigma}{\phi; \Phi \mid \text{free}(i \# \Gamma) \vdash S \lambda i. e : \forall \sigma} \quad (\forall I)
\]

\[
\frac{\phi; \Phi \mid \Delta \vdash S e : \forall \sigma \quad \phi \vdash S}{\phi; \Phi \mid \Gamma \vdash S e[s] : \sigma[s/i]} \quad (\forall E)
\]

\[
\frac{\phi; \Phi \wedge S = 0 \mid \Gamma_1 \vdash S e_1 : \sigma_1}{\phi, i : n; \Phi \wedge S = i + 1 \mid \Gamma_1, n : !_R \mathbb{N}[i] \vdash S e_n : \sigma_n} \quad (\text{N E})
\]

\[
\frac{\phi; \Phi \mid \text{nref}(S||\Gamma^{[0]}_1, \Gamma^{[n+1]}_2) + R \cdot \Delta \vdash S \text{ case of} \quad 0 \Rightarrow e_i \mid n[i] + 1 \Rightarrow e_r : \text{nref}(S||\sigma^{[0]}_1, \sigma^{[n+1]}_2)}{\text{zctx}(\Gamma) \iff \forall (\vdash !_n) \in \Gamma. i = 0}
\]
Lemma 1 (Syntax-directed correctness). If $\Gamma \vdash_S e : \sigma$ has a derivation, then $\Gamma \vdash e : \sigma$ has.

Lemma 2 (Syntax-directed completeness). If $\Gamma \vdash e : \sigma$ has a derivation, then exists $\Gamma'$ such that $\Gamma' \vdash_S e : \sigma$ has a derivation and $\Gamma' \equiv_S \Gamma$.

3.2 Sensitivity generation

The syntax-directed system of the previous section enables us to derive an algorithmic type-checking system presented in Fig. 5.

This algorithmic type system is based on judgments of the form:

$$\phi; \Phi; \Gamma^\bullet; e \Rightarrow \Gamma; \sigma$$

capturing the expression $e$, the candidate environment $\Gamma^\bullet$ (containing types with no external sensitivity), a constraint $\Phi$ and a sensitivity environment $\phi$ as inputs, the algorithm outputs a typing environment $\Gamma$ and a type $\sigma$.

![Fig. 5: Algorithmic rules for DFuzz](image-url)
Assuming the correctness and completeness of the subtyping relation, the algorithm is sound and complete with respect to the original type system.

**Theorem 2 (Algorithmic Soundness).** Suppose $\phi; \Phi; \Gamma; e \rightarrow S e : \sigma$ is derivable in the algorithmic system. Then, there is a derivation showing $\phi; \Phi; \Gamma \vdash \exists \sigma$. 

**Theorem 3 (Algorithmic Completeness).** Suppose $\phi; \Phi; \Gamma \vdash \exists \sigma$ is derivable. Then, the algorithm system outputs: $\phi; \Phi; \Gamma \vdash \exists \sigma$.

### 3.3 Constraint solving

The missing bit of the type checking algorithm is the definition of the extended subtyping relation.

The basic operation of the extended relation is the checking of the inequality $\forall \phi. \Phi \supset R \geq_S \hat{R}$, where $\hat{R}$ is an extended sensitivity, $R$ a sensitivity annotation and $\phi, \Phi$ are regular sensitivity/size variable contexts and constraint stores.

We elaborate the extended sensitivity language by characterizing the extended operations logically, that is to say, every extended sensitivity will get replaced by an existential variable that is logically equivalent to its intended meaning.

**Definition 3 (FO elaboration).** We define the function $\text{elab}$ from extended sensitivities to pairs of regular sensitivities and first-order formulas:

$$\text{elab}(\text{lub}(R_1, R_2)) = \{X, \exists X_1, X_2. (X \geq X_1 \land X \geq X_2 \land C_1 \land C_2) \}
\text{ where } \text{elab}(R_i) = \{X_i, C_i\} \quad i \in \{1, 2\}$$

$$\text{elab}(\text{free}(i \# R)) = \{X, \exists X_R. \forall i. X \geq X_R \land C_R\}
\text{ where } \text{elab}(R) = \{X_R, C_R\}$$

$$\text{elab}(\text{ref}(S||R_1|, R_2|_{i+1})) = \{X, (S = 0 \supset X \geq X_1 \land C_1) \land
\forall i. S = i + 1 \supset X \geq X_2 \land C_2)\}
\text{ where } \text{elab}(R_i) = \{X_i, C_i\} \quad i \in \{1, 2\}$$

$$\text{elab}(R) = \{R, \top\} \quad \text{otherwise}$$

Then, the problem reduces as follows:

$$\forall \phi. \Phi \supset R \geq_S \hat{R} \iff \forall \phi. \Phi \supset (\exists X. \forall (R \geq X \land C) \}
\text{elab}(R) = \{X, C\}$$

Note that for instance we don’t assert the least part of the least upper bound in the elaboration, as we are already checking for a bound. Indeed the constraint would look like:

$$\forall Z, (Z \geq X_1 \land Z \geq X_2) \supset Z \geq X$$

but the reader can check that it would have no effect, as we already are provided for a bound in every problem.


4 Related Work

Sensitivity analyses. Chaudhuri et al. in [15] study an automatic program analysis that can verify robustness of imperative programs. Their notion of robustness is same as program sensitivity: a program is $K$-robust if an $\varepsilon$-variation of the input can cause the output to vary by at most $\pm K \varepsilon$. In the paper, they further extend this notion by parametrizing it over the “size” of the input (e.g. the number of elements in an array). Their technique performs a numerical analysis of the function computed by the program and then reasons about such function. Our approach differs from the one in [15] in several respects. Their analysis only considers terminating programs for which bounds on the number of loop iterations are known a priori. While our analysis does not impose this restriction, their approach allows to prove robustness of programs for which our analysis fails. On the other hand, we are able to prove potentially non-terminating program to be $K$-sensitive. On this respect, the two approaches seem complementary. The main difference is however that we consider higher order programs.

Palamidessi and Stronati [16] recently proposed a constraint-based approach to compute the sensitivity of relational algebra queries. In particular, their analysis is able to compute the minimal sensitivity of wide range of queries. In contrast, the goal of our approach is to provide an upper bound on the sensitivity not of relational queries but for higher order functional programs.

Type systems. Many previous works have reduced type inference and type checking to constraint satisfiability (see [17][18] for an introduction).

Linear types are a key tool to support fine grained reasoning about resource management. Type checking and type inference for linear types usually involve some type decoration problem that can be reduced to a corresponding problem on integer constraints [19][20]. These constraints can usually be solved efficiently using constraint solvers for integer programming. Dal Lago and Petit [7] have recently proposed an inference algorithm for a type system for implicit complexity that combines linear indexed types with dependent types. Their algorithm generates integer constraints that can be solved using Why3 [21], a platform combining automatic and interactive solvers. ATS [22] is a language that combines linear types with automatic and interactive solvers for integer constraints. ATS helps reasoning about memory and pointers properties. However, linear types as used in ATS are not enough to reason about the sensitivity of programs. Our approach differs from all of these in the use of non linear constraints over the reals.

Differential privacy. Differential privacy [23] is one of the strongest privacy guarantees that has been proposed to date. Other linguistic tools besides Fuzz have been proposed to ensure differential privacy. PINQ [24] is an SQL-like differentially private query language embedded in C#; Airavat [25] is a MapReduce-based solution using a modified Java VM. CertiPriv [26] is a machine-assisted framework—built on top of the Coq proof assistant—for reasoning about differ-
ential privacy from first principles. None of these tools provides a static sensitivity analysis method.
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